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Background: Chronic Kidney Disease (CKD) affects 5 – 10 % of the global population.
Progression from Stage III (eGFR 30–59 mL/min/1.73 m²) to Stage V (< 15 mL/min/1.73 m²)
markedly increases morbidity and mortality, yet remains difficult to predict with existing clinical
tools. Early, reliable prediction could enable timely interventions that slow decline and improve
outcomes.

Objectives: Can transformer-based language models, when fed routinely collected primary
care data, accurately predict which Stage III CKD patients will progress to Stage V? How do full
finetuning and parameterefficient LowRank Adaptation (LoRA) compare for this task?

Methods: 
Cohort: CPRD GOLD records (2010 – 2020) of adults ( 16 y) with 2 longterm conditions.
CKD≥≥ stages identified via READ v2/ICD10 codes.

Sample: After exclusions and 1:1 age-matched propensity scoring, 4 606 Stage III (non-
progressors) and 4 606 Stage V (progressors) patients.

Inputs: Ethnicity, longterm conditions, and “continuous prescriptions” ( 3 prescriptions with≥ 84
days between fills) prior to Stage III diagnosis, tokenised into sequences.≤

Models: Random Forest, XGBoost, and transformer encoders (BioBERT, ClinicalBERT,
SciBERT, GatorTron, BlueBERT, etc.) trained with (i) full finetuning (FFT, 3 epochs) and (ii)
LoRA (r = 16, 5 epochs) using AdamW (LR 2 × 10⁻⁵, weight decay, gradient clipping 1.0).

Evaluation: 5-fold stratified cross-validation; metrics: Accuracy, Precision, Recall, F1, AUC; best
model selected by validation loss.

Results: 
BioBERT (FFT) achieved the highest performance: AUC 0.7787, Precision 0.7261, Accuracy
0.7045, outperforming all other transformers and traditional models.

LoRA variants were computationally lighter but consistently lagged behind full finetuning across
all metrics.

Conclusion: Domain-specific full finetuning of BioBERT offers the most accurate prediction of
CKD progression from Stage III to V within primary-care data, whereas LoRA sacrifices
performance for efficiency. Future work will explore temporal models, model interpretability
(e.g., SHAP), and validation in external cohorts.
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